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Abstract
Underwater Wireless sensor network posses several factors, which causes congestion, 
issues in the network, like mutual interference, many to one communication, and dynamic 
changes in the topology of the network. These factors make the network more vulnerable to 
the occurrence of congestion in the network. Congestion in underwater wireless sensor net-
work leads to the possibility of occurrence of packet loss, over utilisation of node energy 
and drop in throughput of the network. In order to overcome these issues a cross layer con-
gestion control scheme is introduced over the contention based MAC protocol. The channel 
information passed by the MAC layer was added with the details about ratio of buffer occu-
pancy and congestion level in the local nodes. The cross layer protocol dynamically adjust 
the priority of accessing the channel in MAC layer and controls the data transmission rate 
to control the occurrence of congestion in the network. The performance of the cross layer 
network is compared with the hierarchical based and cluster based methods by simulating 
in NS2 simulator and hardware model is developed to analyse the real time constrains in 
hardware environment.

Keywords Underwater wireless sensor network · Cross layer · Congestion control · 
Channel priority

1 Introduction

Underwater communication is a method of transmitting and receiving information below 
water. There are many techniques of implementing under water communication, but the 
mostly used technique is the hydrophone. Underwater communication is complex due to 
several factors such as multi-path propagation, channel’s time varying nature, lesser band-
width, signal attenuation is more. Underwater communication has low data rates. Some 
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area and power consumption and also to improve the accuracy. Various types of approximate adders are proposed 
(Fazel Sharifi et al., 2017; Jeevan Jot Singh et al., 2018; Zhixi Yang et al., 2013; Vaibhav Gupta et al., 2013), and 
their performance is analyzed based on the area, power, speed and accuracy of the results. In Honglan Jiang et al. 
(2015), various types of approximate adder techniques are analyzed. Error and circuit characteristics are compared. 
Equal segmentation Adder (ESA) is proposed, which results in better hardware efficiency, but with the lowest 
accuracy in terms of error. The approximate full adders (AFA) are compared (Sunil Dutt et al., 2017) with the 
existing ripple carry adder (RCA) in terms of area and power. In Tongxin Yang et al. (2018), the approximate adder 
is based on the carry look ahead adder, and accuracy is realized by masking the carry propagation at run time. It 
results in reduced power and delay and is used for error tolerant applications. Approximate adders are used in data 
mining and multimedia signal processing, which can tolerate error, and the exact computing is not necessary. A 4-2 
compressor tree was proposed (J.Anjana et al., 2018), and one of the Xor gate is replaced by OR gate to reduce the 
hardware requirement. Approximate multipliers are also designed (Kalvala et al., 2017; Suganthi et al., 2017) by 
using approximate adders, which are used in image processing applications. Algorithmic noise Tolerant (ANT) 
schemes (Rajamohana Hegde et al., 2001) are used to compensate the degradation of the algorithmic performance 
due to input dependent errors, and this error control scheme is used in soft DSP. Prediction based error control 
scheme was proposed to improve the performance of the filtering algorithm even when the errors occurred due to 
the approximate computation. Approximate computing was used in DCT image compression (Haider A.F.Almurib 
et al., 2018; S Geetha and P Amritvalli. 2017). A set of images are compressed to analyze the different parameters 
such as delay, energy consumption, and PSNR. 

 
Accurate adders (G. Narmadha et al., 2015 and 2016; Manickam Ramasamy et al., 2019) are also designed, 

implemented, and analyzed for achieving the power efficiency and reducing the hardware requirement. Section 2 
depicts the existing approximate adder structures. Section 3 presents the proposed approximate adder structure.  
Section 4 provides the performance analysis of existing and proposed approximate adders. This paper concludes 
with section 5. 

 

EXISTING APPROXIMATE ADDER STRUCTURES 

In R. Jothin et al. (2018), MBAFA1 and MBAFA2 have been designed to reduce the number of gates required 
and delay with minimum errors.  MBAFA1 and MBAFA2 are shown in Figures 1 and 2, respectively, and are 
assumed as Approximate 1 and 2. Adder has three inputs A, B, and C and two outputs sum and carry.  The outputs 
of single bit accurate and approximate full adders are given in Table 1. 

 

 

Figure 1. Multiplexer Based Approximate Full Adder 1(MBAFA1)-Approximate 1. 
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ABSTRACT 

 Low power is an essential requirement for suitable multimedia devices, image compression techniques 
utilizing several signal processing architectures and algorithms. In numerous multimedia applications, human 
beings are able to congregate practical information from somewhat erroneous outputs. Therefore, exact outputs are 
not necessary to produce.  In digital signal processing system, adders play a vital role as an arithmetic module in 
fixing the power and area utilization of the system. The trade-off parameters such as area, time and power 
utilization and also the fault tolerance environment of few applications have been employed as a base for the 
adverse development and use of approximate adders. In this paper, various types of existing adders and 
approximate adders are analyzed based on  the area, delay and  power consumption. Also, an approximate, high 
speed and power efficient adder is proposed, which yields better performance than that of the existing adders. It can 
be used in various image processing applications and data mining, where the accurate outputs are not needed. The 
existing and proposed approximate adders are simulated by using Xilinx ISE for time and area utilization. Power 
simulation has been done by using Microwind Software. 

 
Keywords: Approximate adder; Area consumption; CMOS; High speed; Image processing; Power efficient. 

 

INTRODUCTION 

In inexact computing, approximate adders are the essential building block for the arithmetic circuits. 
Approximate adders have inaccurate outputs for carry and sum with some combinations of inputs, which have 
incorrect outputs for sum and carry. So, the hardware requirement of the system gets reduced for inexact 
computing. As a result, approximate computing yields high speed and low power consumption for the design. 
However, approximate computing is a suitable choice for DSP applications like video, image, and audio 
processing, where accurate results are not essential. Adders are implemented by using various digital CMOS 
technologies (Ashim et al., 2016;  Chip-Hong et al., 2005) such as Transmission Gate Adder (TGA), 
Complementary Pass Transistor Logic (CPL), and (Uming et al., 1995) Double Pass Transistor Logic (DPL) in 
order to reduce the power consumption of the design. High Performance Error Tolerant Adders and Multiplexer 
based arithmetic full adders (MBAFA) are proposed (R. Jothin et al., 2018) to reduce the design parameters such as 
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Abstract

The use of the multi-cloud data storage in one heterogeneous service is a polynimbus cloud
strategy. Cloud computing uses a pay-as-you-go model to deliver services to a variety of end users.
Customers can outsource daunting tasks to cloud data centres for processing and producing results,
thanks to cloud computing. Cloud computing becomes the popular IT brand that provides various
on-demand services over the internet. This technology is devoted to distributing computer and
software resources. The proven usefulness of workflows to enforce relevant scientific achievements
is the availability of data from advanced scientific tools. Scheduling algorithms are essential in
order to automate these strenuous workflows efficiently. A number of new heuristics based on a
Cloud resource model have been developed. The majority of these heuristic - based address QoS
issues in one or two dimensions. The cloud computing technology offers a decentralised pool of
services and resources with various models that are provided to the customers across the Internet
in an on-demand, continuously distributed, and pay-per-use model. The key challenge we address
in this paper is to maximise revenue while maintaining a minimum consumption of energy with an
enhanced QoS for resource allocation. The obtained results from proposed method when compared
with the existing state of art methods observed to be novel and better.

Keywords: Artificial Bee Colony (ABC), Best Fit Decreasing (BFD), Distributed Energy Re-
sources (DER), Economic Dispatch (ED), Genetic Algorithm (GA), Multi Agent System (MAS),
Priority based Resource Allocation (PRA), Service-Level Agreement (SLA), Vickrey –Clarke–Groves
(VCG), Virtual Machine (VM).
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Abstract: These days, investigations of information are becoming essential for
various associations all over the globe. By and large, different associations need
to perform information examinations on their joined data sets. Privacy and
security have become a relentless concern wherein business experts do not desire
to contribute their classified transaction data. Therefore, there is a requirement to
build a proficient methodology that can process the broad mixture of data and
convert those data into meaningful knowledge to the user without forfeiting the
security and privacy of individuals’ crude information. We devised two unique
protocols for frequent mining itemsets in horizontally partitioned datasets while
maintaining privacy. In such a scenario, data possessors outwork mining tasks
on their multiparty data by preserving privacy. The proposed framework model
encompasses two or more data possessors who encrypt their information and
dispense their encrypted data to two or more clouds by a data share allocator
algorithm. This methodology protects the data possessor’s raw data from other
data possessors and the other clouds. To guarantee data privacy, we plan a profi-
cient enhanced homomorphic encryption conspire. Our approach ensures privacy
during communication and accumulation of data and guarantees no information or
data adversity and no incidental consequences for data utility. Therefore, the
advantages of data mining have remained redesigned. To approve the exhibition
of our protocols, we implemented the protocols through broad experiments, where
the assessment outcome showed that the mined results obtained by our protocols
are reliable to those obtained by a traditional sole-machine approach. Meanwhile,
the findings of our performance assessment have shown that our methodology is
very efficient, with reasonably reduced communication time and computation costs.

Keywords: Association rule mining (ARM); privacy-preserving data mining
(PPDM); cloud-aided frequent itemset mining; data share allocator (DSA);
enhanced homomorphic encryption
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Abstract
The confidential data is mainly managed by creating passwords, tokens, and unique 
identifiers in an authorized manner. These records must be kept in a safe loca-
tion away from the reach of unauthorized third parties. Both the client and server 
sides must be encrypted using the two-fish algorithm, which secures the distinction 
of private data. By gaining access to the user’s information, a data miner may be 
able to steal it. To avoid such situations, both the data miner and the server must 
be encrypted. Further, the previous techniques faced several shortcomings in case 
of higher computational overhead, poor resource utilization, prone to single point 
failure, lower accuracy, noise, poor security, higher distortion, etc. In this study, 
both the client and server sides are encrypted using a two-fish algorithm to avoid 
information loss while transferring data to overcome these problems. The way the 
state-of-art techniques handled the privacy preservation issue often leads to privacy 
violations. This paper focuses on mining frequent itemsets present in the medical 
data by also ensuring privacy. Frequent itemset mining mainly aims to extract highly 
correlated items from the database and to achieve this novel fruitfly whale optimiza-
tion algorithm (FWOA) combined with the Apriori algorithm. The Apriori heuris-
tic and bio-inspired algorithms are integrated to solve the frequent itemset problem 
by reducing the low runtime performance when handling large datasets and also 
offering high-quality solutions. The adaptive k-anonymity approach is used for pre-
serving data privacy by transforming the original data into an encrypted mode and 
offering privacy to the top-k frequent itemsets mining. The main advantage of the 
adaptive k-anonymity approach is that the confidential information disclosed by an 
individual user cannot be identified from at least k − 1 individuals. We ensure that 
the proposed methodology can offer data privacy in real time by the experiments 
conducted in a medical dataset. The experimental results obtained highlight the 
robustness of this scheme.
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Abstract: Most modern technologies, such as social media, smart cities, and the
internet of things (IoT), rely on big data. When big data is used in the real-world
applications, two data challenges such as class overlap and class imbalance arises.
When dealing with large datasets, most traditional classifiers are stuck in the local
optimum problem. As a result, it’s necessary to look into new methods for dealing
with large data collections. Several solutions have been proposed for overcoming
this issue. The rapid growth of the available data threatens to limit the usefulness
of many traditional methods. Methods such as oversampling and undersampling
have shown great promises in addressing the issues of class imbalance. Among all
of these techniques, Synthetic Minority Oversampling TechniquE (SMOTE) has
produced the best results by generating synthetic samples for the minority class
in creating a balanced dataset. The issue is that their practical applicability is
restricted to problems involving tens of thousands or lower instances of each.
In this paper, we have proposed a parallel mode method using SMOTE and
MapReduce strategy, this distributes the operation of the algorithm among a group
of computational nodes for addressing the aforementioned problem. Our proposed
solution has been divided into three stages. The first stage involves the process of
splitting the data into different blocks using a mapping function, followed by a
pre-processing step for each mapping block that employs a hybrid SMOTE algo-
rithm for solving the class imbalanced problem. On each map block, a decision
tree model would be constructed. Finally, the decision tree blocks would be com-
bined for creating a classification model. We have used numerous datasets with up
to 4 million instances in our experiments for testing the proposed scheme’s cap-
abilities. As a result, the Hybrid SMOTE appears to have good scalability within
the framework proposed, and it also cuts down the processing time.

Keywords: Imbalanced dataset; class overlapping; SMOTE; MapReduce; parallel
programming; oversampling

This work is licensed under a Creative Commons Attribution 4.0 International License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original
work is properly cited.

Computer Systems Science & Engineering
DOI: 10.32604/csse.2023.024277

Article

echT PressScience



A Novel Approach to Design Distribution Preserving Framework for Big Data

Mini Prince1,* and P. M. Joe Prathap2

1Department of Information Technology, St. Peter’s College of Engineering and Technology, Chennai, 600054, Tamilnadu, India
2Department of Information Technology, R.M.D Engineering College, Chennai, 601206, Tamilnadu, India

*Corresponding Author: Mini Prince. Email: miniprince171@gmail.com
Received: 05 March 2022; Accepted: 13 April 2022

Abstract: In several fields like financial dealing, industry, business, medicine, et
cetera, Big Data (BD) has been utilized extensively, which is nothing but a col-
lection of a huge amount of data. However, it is highly complicated along with
time-consuming to process a massive amount of data. Thus, to design the Distri-
bution Preserving Framework for BD, a novel methodology has been proposed
utilizing Manhattan Distance (MD)-centered Partition Around Medoid (MD–
PAM) along with Conjugate Gradient Artificial Neural Network (CG-ANN),
which undergoes various steps to reduce the complications of BD. Firstly, the data
are processed in the pre-processing phase by mitigating the data repetition utiliz-
ing the map-reduce function; subsequently, the missing data are handled by sub-
stituting or by ignoring the missed values. After that, the data are transmuted into
a normalized form. Next, to enhance the classification performance, the data’s
dimensionalities are minimized by employing Gaussian Kernel (GK)-Fisher Dis-
criminant Analysis (GK-FDA). Afterwards, the processed data is submitted to the
partitioning phase after transmuting it into a structured format. In the partition
phase, by utilizing the MD-PAM, the data are partitioned along with grouped into
a cluster. Lastly, by employing CG-ANN, the data are classified in the classifica-
tion phase so that the needed data can be effortlessly retrieved by the user. To
analogize the outcomes of the CG-ANN with the prevailing methodologies, the
NSL-KDD openly accessible datasets are utilized. The experiential outcomes dis-
played that an efficient result along with a reduced computation cost was shown
by the proposed CG-ANN. The proposed work outperforms well in terms of accu-
racy, sensitivity and specificity than the existing systems.

Keywords: Big data; artificial neural network; fisher discriminant analysis;
distribution preserving framework; manhattan distance

1 Introduction

Big Data (BD) is a massive collection of data [1], which is being used in a variety of application domains
such as financial trading, business, education, medical, and so on [2]. Big Data is also referred to as “big data
analytics.” This BD is extremely beneficial to both individuals and businesses; nevertheless, the exploitation
of this BD is a difficult task since the investigation, evaluation, and data retrieval are quite complex, require a
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Abstract - With the onset of the Information Era and the 

rapid growth of information technology, ample space for 

processing and extracting data has opened up. However, 

privacy concerns may stifle expansion throughout this area. 

The challenge of reliable mining techniques when 

transactions disperse across sources is addressed in this 

study. This work looks at the prospect of creating a new set 

of three algorithms that can obtain maximum privacy, data 

utility, and time savings while doing so. This paper proposes 

a unique double encryption and Transaction Splitter 
approach to alter the database to optimize the data utility 

and confidentiality tradeoff in the preparation phase. This 

paper presents a customized apriori approach for the mining 

process, which does not examine the entire database to 

estimate the support for each attribute. Existing distributed 

data solutions have a high encryption complexity and an 

insufficient specification of many participants' properties. 

Proposed solutions provide increased privacy protection 

against a variety of attack models. Furthermore, in terms of 

communication cycles and processing complexity, it is much 

simpler and quicker. Proposed work tests on top of a real-

world transaction database demonstrate that the aim of the 

proposed method is realistic. 

Keywords — Privacy, Association Rule Mining (ARM), 

Cloud, Apriori algorithm, Distributed system. 

I. INTRODUCTION  
The processing of enormous volumes of data into 

valuable patterns and rules is known as data mining. The 

data mining technique has been increasingly explored and 

utilized in numerous scientific and commercial fields 

because it extracts meaningful knowledge from vast amounts 

of data. The development of data mining techniques has 

significantly impacted a wide range of applications. ARM is 

an integral approach to identify the underlying association 

among items through massive data, exposing latent 

association patterns, and subsequently aiding in economic 
operations and management information systems. In high 

transaction databases, frequent itemset mining and ARM are 

two extensively utilized data processing approaches for 

uncovering often co-occurring collected data and intriguing 

association links among datasets, correspondingly [1]. These 

ARM methods have historically been performed over a 

compressed format, while all information collected into a 

centralized location and techniques run against specific data. 

Since there is no completely trustworthy third party, privacy 

risks arise. Service providers are frequently honest and 

inquisitive, wanting to learn more about users and hence 

open to misuse. To solve this difficulty, recommend a quasi 
third party. The most important focal point of this paper is 

the extraction of frequent patterns in dispersed collections 

using a semi-trusted intermediary service. Neither server nor 

the participants have access to the private transactions of 

other parties. Unofficially, the aim denotes a secure multi-

party computational issue [2]. 
 

The concerns posed by the ARMS technique have lately 

been analyzed in security and privacy considerations. As a 

result, people's privacy is violated. Frequent itemset mining 
(FIM) can reveal prevalent itemsets and associated possibly 

relevant relationships from a transaction dataset [3]. After 

obtaining a large number of itemsets, mining association 

rules get easy. However, transferring the unprocessed data 

straight to the cloud service provider (CSP) is risky because 

CSP may be interested in sensitive transactions. When 

extracting private information, the security level must 

always be carefully evaluated. The exploitation of this 

technology has the potential to expose the data owner’s 

perceptive information toward others.  
 

The purpose of the ARM is to reveal frequent itemsets 

that frequently appear in transactional data. Before 

centralized mining, there was much concentration. The issue 

has a highest exceedingly terrible uncertainty of significant 
worst-case complexity, a characteristic that drives businesses 

to outsource mining to a cloud that has developed effective, 

profitable, and customized solutions. In addition to the 

mining cost reduction, the data owner intends to outsource 

the data mining task. First and foremost, it necessitates 
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Abstract
When watching pictures or videos, the Human Visual System has the potential to concentrate

on important locations. Saliency detection is a tool for detecting the abnormality and randomness
of images or videos by replicating the human visual system. Video saliency detection has received a
lot of attention in recent decades, but due to challenging temporal abstraction and fusion for spatial
saliency, computational modelling of spatial perception for video sequences is still limited.Unlike
methods for detection of salient objects in still images, one of the most difficult aspects of video
saliency detection is figuring out how to isolate and integrate spatial and temporal features.Saliency
detection, which is basically a tool to recognize areas in images and videos that catch the attention of
the human visual system, may benefit multimedia applications such as video or image retrieval, copy
detection, and so on. As the two crucial steps in trajectory-based video classification methods are
feature point identification and local feature extraction. We suggest a new spatio-temporal saliency
detection using an enhanced 3D Conventional neural network with an inclusion of histogram for
optical and orient gradient in this paper.

Keywords: Histogram of optical flow (HoF), Histogram of oriented gradient (HoG), Human
Visual System (HVS), Saliency detection, salient object detection, salient region detection.
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Abstract: Ad-hoc wireless networks are becoming a major platform for decentralized time-critical 

apps, thanks to technological improvements. Because the topology of mobile ad hoc networks 

(MANETs) is so variable, it's difficult to meet users' demands for greater and more consistent 

Quality of Service (QoS) providing for multimedia real-time apps. Because of the architecture, 

sharing, bandwidth, and resource shortages in wireless nodes, providing QoS for navigation in a 

MANET is a huge difficulty. Security is an important part of distributing QoS, as rogue nodes can 

pose a range of dangers to MANETs. Although many MANET defense mechanisms have been 

proposed, most are either effective against a specific type of attack or offer privacy at the expense of 

QoS. This study analyzes a model of a wireless patient surveillance system for cardiac condition 

control and evaluated its implications in an ad hoc network setting. This is because maintaining 

wireless mobile connection in rural areas and hilly landscapes may not always be practicable, and 

these areas frequently lack great doctors and sufficient medical  services to cure different disorders. 

This work proposes a trust-based, reliable QoS routing strategy that incorporates social and QoS 

trust. The suggested scheme's main solution focuses on reducing the number of nodes that exhibit 

various packet forwarding violations and determining how to assure safe interaction through the 

authentication mechanism. The results are compared using QoS factors such as channel condition, 

remaining energy, signal strength, and so on. 

Keywords:Mobile Ad hoc networks, bandwidth, Quality of Service, clustering, routing protocol, 

multimedia. 
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Electrocardiography (ECG) is a technique for observing and recording the electrical activity of the human heart. �e usage of an
ECG signal is common among clinical professionals in the collection of time data for the examination of any rhythmic conditions
associated with a subject. �e investigation was carried out in order to computerize the assignment by exhibiting the issue using
encoder-decoder techniques, creating the information that was simply typical of it, and utilising misfortune appropriation to
anticipate standard or anomalous information. On a broad variety of applications such as voice recognition and prediction, the
long short-term memory (LSTM) fully connected layer (FCL) and the two convolutional neural networks (CNNs) have shown
superior performance over deep learning networks (DLNs). DNNs are suitable for making high points for a more divisible region
and CNNs are suitable for reducing recurrence types, LSTMs are appropriate for temporary displays, in the same way as CNNs are
appropriate for reducing recurrence types. �e CNN, LSTM, and DNN algorithms are acceptable for viewing. �e comple-
mentarity of DNNs, CNNs, and LSTMs was investigated in this research by bringing them all together under the single ar-
chitectural company. �e researchers got the ECG data from the MIT-BIH arrhythmia database as a result of the investigation.
Our results demonstrate that the approach proposed may expressively describe ECG series and identify abnormalities via scores
that outperform existing supervised and unsupervisedmethods in both the short term and long term.�e LSTMnetwork and FCL
additionally demonstrated that the unbalanced datasets associated with the ECG beat detection problem could be consistently
resolved and that they were not susceptible to the accuracy of ECG signals. It is recommended that cardiologists employ the
unique technique to aid them in performing reliable and impartial interpretation of ECG data in telemedicine settings.

1. Introduction

Electrocardiography (ECG) provides a signi�cant amount
of information about cardiovascular health and architec-
ture, and it is the principal tool for diagnosing cardiac

illness [1]. Arrhythmia is a highly frequent cardiac ailment
that is well researched and understood by specialists in the
�eld.�roughout the course of clinical practice, mistakes in
diagnosis and inaccurate outcomes may occur due to the
gap in expertise between experts and the absence of a
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Abstract---In developing countries like India population is 
significantly growing. As the population grows, the numbers of 
vehicles on the roads are also exponentially increasing, which results 
in increase in road accidents and traffic jam. Specifically, when an 
emergency vehicle such as Ambulance or Fire engine gets stuck in 
traffic jam, saving the human life becomes difficult. Under such 
circumstances, a promising system which can clear the traffic 
congestions especially in peak hours and thereby providing a safe 
path for emergency vehicles is very much essential. In the existing 
literature, less focus is given towards the problem of providing a clear 
path for emergency vehicles during traffic congestions. To solve these 
issues, a RFID-based system is proposed, which manages and 

regulates the traffic signals at junctions when the emergency vehicle 
approaches, by allowing the easy passage out of the traffic 
congestions. The proposed framework is modelled by means of an 
experimental setup using ARDUINO and LED displays which 
simulates a real time traffic scenario. The simulation results illustrate 
the better performance of the proposed framework in terms of 
detection as well as management of emergency vehicle by providing 
passage out of traffic congestions  during peak hours. 
 
Keywords---RFID, congestion, dataset. 
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Abstract

With the rapid development of Internet technology, the network information data is
exploding, and society has entered the era of cloud data. Cloud data provides a lot of data
support for people’s life and work, but because of its large number, multifarious types and
huge value, there are some problems such as private data leakage and abuse of sensitive
information. Stocking of biomedical material at one place only, can cause delay in sending
important lifesaving material to needy patients. On the one hand, it is an important content
of engineering scheduling theory and method; On the other hand, in medical field, a lot of
materials are usually consumed to protect the life of patients. Biomedical informatics and
computer vision techniques have been combined in a variety of inter-multidisciplinary dis-
ciplines during the past few decades. We are all aware that inadequate or insufficient cloud
access management and controls can expose a corporation to a range of issues. The work
that follows offers intelligent supply chain, an upgraded service management control tele-
phone network architecture. If we can acquire according to the patient demands and retain
the ideal inventory such that the patient requirement and interest can be safe, the overall
cost will be lowered greatly. The experimental results show that R1 orders 31 times, and
the total cost is 1,259,520 CNY. R2 ordered 24 times, with a total cost of 982,034 CNY;
R3 orders 22 times, and the total cost is 990,146 CNY. Finally, the optimal solution of the
total cost after schedule optimization is 3,231,700 CNY. It is proved that the optimal cost
finally obtained by forecasting supply chain inventory information based on cloud data
environment is also more practical for engineering practice.

1 INTRODUCTION

The intelligent network information management system
realizes the information sharing function. Users can set up
organizations in the system, and the information of the
same organization can be managed freely, realizing data sharing,
avoiding the problems such as disunity of information platform,
repeated data collection, incomplete database, information
islands and so on [1]. Supply chain management is a major issue
in many industries, as companies recognise the need of creating
integrated connections with their suppliers and customers.

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the original work is

properly cited.
© 2022 The Authors. The Journal of Engineering published by John Wiley & Sons Ltd on behalf of The Institution of Engineering and Technology.

Supply chain management is defined by the Global Supply
Chain Forum (GSFC) as “the integration of critical business
processes from end user to original suppliers that deliver prod-
ucts, services, and information that produce value for customers
and other stakeholders” [2, 3]. With the advent of the cloud data
era, the intelligent network information management system has
new requirements. In recent years, with the occurrence of net-
work information security incidents such as webpage tampering,
skylight opening, network impersonation, and massive denial of
service on websites, the awareness of network users’ informa-
tion security is constantly increasing. Cloud data can gather all
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Abstract---Coronavirus disease (COVID-19) is an infectious disease 
caused by the SARS-CoV-2 virus. Most people infected with the virus 
will experience mild to moderate respiratory illness and recover 
without requiring special treatment. However, some will become 
seriously ill and require medical attention. Older people and those 
with underlying medical conditions like cardiovascular disease, 
diabetes, chronic respiratory disease, or cancer are more likely to 
develop serious illness. Supervised machine learning models for 
COVID-19 infection were developed in this work with learning 
algorithms which include support vector machine, naive Bayes, 
random Forest, GNB using epidemiology labeled dataset for positive 
and negative COVID-19 cases of Mexico. The correlation coefficient 

analysis between various dependent and independent features was 
carried out to determine a strength relationship between each 
dependent feature and independent feature of the dataset prior to 
developing the models. The 80% of the training dataset were used for 
training the models while the remaining 20% were used for testing the 
models. The result of the performance evaluation of the models 
showed that GNB prediction model has the highest accuracy of 98% 
compared to other existing ML techniques. 
 
Keywords---COVID, SARS, artificial neural network (ann), dataset. 
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A B S T R A C T   

In today’s world, the most prominent public issue in the field of medicine is the rapid spread of 
viral sickness. The seriousness of the disease lies in its fast spreading nature. The main aim of the 
study is the proposal of a framework for the earlier detection and forecasting of the COVID-19 
virus infection amongst the people to avoid the spread of the disease across the world by un-
dertaking the precautionary measures. According to this framework, there are four stages for the 
proposed work. This includes the collection of necessary data followed by the classification of the 
collected information which is then taken in the process of mining and extraction and eventually 
ending with the process of decision modelling. Since the frequency of the infection is very often a 
prescient one, the probabilistic examination is measured as a degree of membership characterised 
by the fever measure related to the same. The predictions are thereby realised using the temporal 
RNN. The model finally provides effective outcomes in the efficiency of classification, reliability, 
the prediction viability etc.   

1. Introduction 

The innovations in the healthcare industry are reaching heights which have never ever been assumed by the professionals a century 
ago. The innovations in the field have taken the medical industry to a higher level with a great significance in day to day life [1]. The 
most important administrations of the concerned department is the gathering of information for gaining access to the problem and 
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